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Abstract

This paper presents our practice with reinforcement learning (RL) in the context
of a robotic art project. We adopted a design-oriented approach to RL, privileging
embodied robot behaviours generated by interactive learning processes over offline
evaluations of optimal agent policies. We describe aesthetic and technical issues
surrounding our experiments with a spheroid robot, and share our reflections on
the potential of using RL for behaviour aesthetics.

Reinforcement learning (RL) traditionally adopts an engineering-oriented approach to creativity and
design [1,2,3]. Such an approach typically applies RL to a pre-defined creative task, optimising
parameters of a complex model—e.g., deep reinforcement learning—over large amounts of GPU-
simulated training data [4,5]. However, recent work showed that design-oriented approaches, focusing
on interactive learning in “small data” use cases [6], could foster alternative creative uses of RL
[7]. This paper presents our practice with RL and reflects on such design-oriented approaches in the
use case of a robotic art project, called Morphosis. In this project, we are exploring the use of the
learning process itself to generate robotic behaviours in an art installation [8]. In so doing, we are
inverting the traditional mode of operation of RL—where the learning behaviour of RL agents is
often accessory to the evaluation of their optimal policy.

Our work is an attempt to use RL as an approach to behaviour aesthetics, a growing field within
new media arts that focuses on the behaviours of artificial systems as an artistic material [9]. As
an interdisciplinary group working across art and engineering, we are interested in the perceptual,
sensitive and emotional potentials of adaptive behaviours as produced by robotic agents as they are
learning in real time. What are the specific challenges artists face when designing robotic behaviours
with RL? What kind of aesthetic experiences can be created using such behaviours?

The Morphosis project rests on three similar spheroid robots (see Figure 1). Robots are able to freely
move using a pair of servo-motors (one for traction and one for steering) and can sense their own
spatial location and rotation relying on an inertial measurement unit and a real-time location system.
Custom-designed silicon “skin” wrapped around each robot gives them different shapes.1

Initial experiments with RL followed an engineering-oriented approach. We created a 3D simulation
of the robot to train a deep-Q network over large amounts of high-dimensional, continuous synthetic
data, without explicitly designing a state space. Yet, it quickly became clear that the material
irregularities of the robot would eclipse the optimal learning performance of the RL agent; and that

1One of the end goals of the project is to explore how a common RL model would generate different
behaviours in the three robots due to the different shape of their “skins”. However, this article focuses on only
one robot.
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